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Summary 

Deliverable 3.1 presents the process of identifying and defining a list of pedagogical needs of the 

solutions to be developed in the MIREIA project. The pedagogical needs are a result of (1) the 

analysis of the state of the art, (2) past research projects and experiences, and (3) the knowledge 

elicitation process. The methodology followed for the review of the state of the art and the 

knowledge elicitation are described within this deliverable, together with main findings.  

All knowledge summarized in this deliverable lays out the pedagogical roadmap of the MIREIA 

project. This roadmap is going to be used to set the guidelines for 3D models’ design, ensuring 

that the learning resources facilitate the development of all the needed skills.   
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1. Introduction 

Medical education is a long and demanding process, requiring the learning of extensive theoretical 

knowledge as well as a set of technical and non-technical skills1. Traditionally, during the early 

stages of education, training methods are often based on static learning content and sometimes far 

removed from actual clinical practice2. Currently, these methods are being replaced by new 

approaches based on the use of information and communication technologies (ICTs)2. New 

technologies, such as extended reality (which include virtual (VR), augmented (AR) and mixed 

reality (MR)) and three-dimensional (3D) printing, are being applied in different aspects of the 

medical field, including education2. 

Despite the popularization of these methods and technologies, several challenges remain to be 

addressed in order to extract the full didactic potential of virtual models: (1) there are no existing 

technologies for quick and automatic generation of 3D models, which means that models must be 

obtained from third parties with limited personalization; (2) there are no accepted standards to 

exploit these novel immersive technologies with methodological guidelines in medical training, 

and (3) scientific evidence to support the validity of personalized models as learning and training 

tools is scarce. 

MIREIA is a unique Knowledge Alliance involving Higher Education Institutions (HEIs) and 

companies that will combine the use of cutting-edge technology in immersive virtual technology 

and 3D printing with personalized learning content to promote the student-centered learning 

process of medical students and residents. This Alliance proposes the development of an 

innovative methodology and tools to provide interactive pedagogical content for customized 

training based on 3D models, such as anatomical models (with and without pathologies) built 

from real-patient cases (e.g. medical imaging studies) and/or virtual scenarios for basic training 

in minimally invasive surgery (MIS). 

Contents will be accessible anytime and anywhere using portable devices, extended reality (XR) 

visualization technologies, and/or printed with 3D printing technology. This will allow students 

to train through immersive virtual environments or in physical simulators that use personalized 

3D printed models. Mentors will also be able to create and share any clinical experiences as 

learning content for students. These clinical experiences can include medical imaging studies, 3D 

anatomical models based on preoperative studies, or video sequences of surgical procedures, 

following specific methodological guidelines. In addition, innovative tools will be implemented 

for the semi-automatic creation of customized 3D models for educational purposes.  

Deliverable 3.1 (D3.1) focuses on identifying pedagogical needs, which we have defined as 

everything that has to be taken into account while creating the 3D models, so that they have a 

firm pedagogical basis. For that, the consortium gathered knowledge from (1) the state of the art 

on the application of 3D models in training and the learning assets available, (2) past research 

projects and experiences, and (3) interviews, workshops, and discussion groups with medical 

stakeholders. The gathered knowledge was used to make a roadmap to set the guidelines for 

instructional design to create 3D models and print them guided by pedagogical sustainment. 

In this deliverable, we will present the methodology and results for knowledge elicitation that has 

been employed in Work Package 3 (WP3). Within the MIREIA project, the knowledge elicitation 

phase has served for the definition of the pedagogical needs. Knowledge elicitation process and 

its results (including pedagogical needs) are presented in this deliverable - D3.1 - , while D3.2 
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will focus on the methodological guidelines to create learning contents from 3D models, and D3.3 

on the methodological guidelines for 3D printing with training purposes. 

2. State of the art 

For this task, we covered the existing range of commercial and research solutions within 3D 

model creation and printing, existing for medical training.  

2.1. Methodology 

In order to carry out the analysis of research solutions within 3D model creation and printing 

focused on medical training, a systematic literature search was carried out following the PRISMA 

statement in Web of Science, Scopus and Pubmed 3,4. The specific search strategy was “(Medical 

OR surgery OR surgeon OR surgical OR healthcare) AND (3D model OR tridimensional model) 

AND (learning OR training OR education)”. The last search was conducted in March 2021 and 

filtered for the last 5 years. All the retrieved titles and abstracts were screened for relevant 

manuscripts and duplicates. Then, full-text articles were assessed for eligibility. Of the articles 

retrieved, only those meeting at least one of the following criteria were included: 

1. Studies on the potential of 3D models in medical learning. 

2. Studies including data on how to create and/or print 3D models for other medical 

applications.  

3. Studies involving training methodologies for medical skills making use of 3D models. 

Only articles in English were included. Reviews and conference reviews were excluded, since the 

aggregated data from these articles did not fit the requirements for this review. Once articles were 

deemed to be included or excluded, all included articles were analyzed. The tools to create and 

print 3D models used by each article were disclosed, as well as whether they proved their validity. 

Since 20145, validity must be established in a specific context by gathering supporting evidence6. 

In fact, this approach has been removed altogether from subsequent revisions of the consensus 

standards5, and replaced by a unified model, in which different sources of validity are explored; 

i.e., Messick validity framework7. Messick framework consists of 5 different sources of validity 

evidence:  

- Content. Represents the relevance of the assessment method with its intended use (e.g. if 

the intention of a test is to measure preparedness to operate appendectomies in the 

operating room (OR), the requirements of the test content are different than if the 

intention is to simply say something about surgical psychomotor skills in general)8. 

- Response process (i.e., quality control). Represents “the data integrity and the extent to 

which the understanding and performance of those assessed aligns with the expectations 

and interpretations of whomever or whatever is making the assessment”9. For instance, if 

some participants have trained far more than others on the simulator before it is tested, 

this might bias the interpretation of the results. Additionally, the rater (or scoring 

technology) should consider external factors that can influence the obtained test scores10. 

- Internal structure (e.g., reliability). Relates to reliability (i.e., consistency) and 

reproducibility of the tested entity. 11 
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- Relationships with other variables. Analyses statistically associated assessment scores 

with specified theoretical relationships (e.g. variations in simulator scores against number 

of laparoscopic procedures performed12 or assessment scores against a previously 

validated gold standard10). This validity evidence is in consonance with the construct and 

criterion validity types of the 1985 standards. 

- Consequences of the assessment. Explores whether desired results have been achieved 

and unintended effects avoided9. A test investigating consequences can be whether an 

assessment method that is used to select candidates for residency programs, selects well 

suited candidates (i.e., a positive consequence would be if the candidates that are selected 

are well suited, while a negative consequence could be that the method is too strict and 

good candidates are not allowed to enter)10. 

In addition to this, we have also studied the commercial solutions found in the market. Based on 

a study, the annual growth rate of VR applications between 2017 and 2025 is profiled to be about 

30.7%, worth about 6.5 billion dollars13. The potential of VR technology in healthcare appears as 

business way for those with the resources to invest in a company that offers either hardware, 

software, or both. Taking into consideration the amount of money needed to start up a technology 

company, we researched some funding process such as invention competitions and partnership 

relations in the last decade. Furthermore, we found some companies that are making into the 

industry with an extended budget. This will be extended on the result section. 

2.2. Results  

The search strategy after exclusion of the duplicates yielded 299 articles. Of those, 130 were 

further excluded after title and abstract screening. Out of the remaining 169 articles, 48 were 

excluded for not being focused on 3D models (i.e., they used commercial models and applied 

them), and 25 of them were excluded for not being focused on medical training (i.e., they focused 

on other healthcare applications, such as patient familiarization with their diseases). Finally, 77 

articles were included in the review. The workflow of the selection process can be found in Figure 

2.1. 

 
Figure 2.1. Workflow of the review of the state of the art. 



   

 

  Page 9 of 38 

 

The distribution of specialties in those articles are depicted in Figure 2.2, being the most common 

urology, traumatology and internal medicine and neurology. 

 
Figure 2.2. Distribution of specialties within the articles of this review. ENT (Ear-Nose-
Throat): otorhinolaryngology. OB Gyn.: Obstetrics and Gynecology. 

1.1.1. 3D model creation 

According to this literature review, 3D models of human tissues or organs can be created from 

different sources as depicted in Figure 2.3 (i.e., Computed Tomography (CT)14–65, Magnetic 

Resonance Imaging (MRI)14,21,30,32,35,39,47,50,66–74, X-rays45,75–77, Ultrasound (US)30,50,78, 

microscopic sample images61,79,80, and 3D photographs of the organs or tissues to be 

modelled81,82). The most used one is CT. 

 
Figure 2.3. Distribution of data sources for 3D model creation. 

If more than one source is used for the creation of the 3D model, the image sources should be 

registered (i.e., alienated to make sure that all consequent images are taken from the same angle 

and create a realistic view of the tissue or organ to be modelled)83. Then, the source images are 

segmented (i.e., anatomical structures are differentiated from the images). This segmentation can 

be manual (made by experts, such as radiologists), automatic (made by computer algorithms), or 

semiautomatic (made by computer algorithms which need one or more inputs from an expert)83.  

Within this review, we have found that the automatic methods for segmentation aimed at 3D 

model creation are based on deep learning methodologies63,69,75,76. Specifically, most methods 
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make use of 3D convolutional neural networks. In addition, deep learning methodologies can also 

be used for the 3D reconstruction of the models, with an end-to-end methodology (i.e., training 

networks both for segmentation and reconstruction). 

Regarding manual or semiautomatic methods, there are several software tools available in the 

market that allow to segment images for further model creation, being the most common 3D 

slicer16,22,23,25,31,34,39,42,44,52,71,77,79,84 (36%), followed by Mimics36,43,45,47,49,50,57,85 (17%), ITK 

snap22,27,38,52 (11%) and Photoshop60,67,80,86 (8%). Other tools were used, although in fewer articles 

(i.e, Amira21,53, Hisense computer assisted surgery system54,87, 2D Xtra vision41, Stealthviz88, 

Seg3D89, Intellispace portal61, Alma3D17 , Artec Eva90 and Synapse35). 

Once images are segmented, 3D reconstructions techniques are applied to merge all images into 

a unique 3D model and add meshes that can be used in VR to deform the tissue realistically. The 

most common software solutions found in the literature are Meshmixer and 

Meshlab18,23,27,31,36,38,40–43,78,79 (20%), Mimics20,29,45,47,49,50,57,77,85 (18%), Cura16,17,22,25,27,57,91 (10%), 

Osirix28,60,67,86,91 (7.5%), 3D slicer39,52,63,71,84 (7.5%) and Blender28,38,42,81 (5%). Other tools were 

used in individual articles (i.e., Amira53,66,80, Autodesk60,86,92, Google Sketch up64,65, InVesalius93, 

Geomagic90, CAD34, Seg3D89, Synapse35, Stealthviz88, Vitrea40, Hisense computer assisted 

surgery system54,87, 3D coat94, Zprint56 and Netfabb43). 

1.1.2. 3D model printing 

Within this review we found that 3D printing is done by Fused Deposition Modelling (FMD) most 

of the times16–19,22,24,25,27–29,31,40–42,46,47,49,54,56,57,60,67,71,72,77,86,90,93,95 (72%), followed by material 

jetting 34,36,45,52,53,85(17%) and laser sintering61,78 (10%). As for the materials: PLA 22,28,31,42,95(24%) 

and ABS 24,25,38,40,41,43,49,53(27%) are the most common ones (obtaining also good results when 

studied for realism). Other articles used polyamide60,67,86, resin29,95, PVA42,61, TangoPlus21,36, 

PC16,77, PETG16,26, Glycol-modified filament26,96, silicone95, GA28, and polyurethane27. 

1.1.3. Application of 3D models in medical training  

Out of the 77 included articles, only 31 studied the applications in medical training. The main 

conclusions of each article can be found in Table 2.1. 

All in all, most 3D models were found useful and realistic in most of the articles studying content 

validity. Both virtual and printed 3D models were considered most useful when used for surgical 

planning. With respect to its relationship with other variables, in most cases the use of 3D printed 

models was perceived as more useful for training than the use of virtual model. However, when 

compared with 2D images, both types of models proved to bring about better outcomes (e.g., 

decision making confidence, performance time, number of errors, etc.). Interestingly, medical 

students (and surgical residents) found 3D printed models more useful in their training, while 

experienced doctors and surgeons perceived virtual models as the best tool to complement 

training45,51,52,55,56.  

1.1.1. Commercial solutions 

Between the numerous companies found in the study of commercial solutions for 3D 

models usage in Extended Reality (AR, MR and VR simulations, 18 companies are focused on 

Table 2.2.  



Table 2.1. Summary of the articles studying applications in medical training, including the specialty and number of participants, the validity type, the 
main purpose of the study and its main findings. ENT:  

Authors 

Specialty (No. 

participants) Validity type Main purpose Main conclusions 

Grillo et al. 

(2019)93 Neurology (17) Content  

Design and validity test of 

virtual and printed 3D 

models Both realism and usefulness were considered high. 

Haffner et 

al. (2018)16 ENT (15) Content  

Design and validity test of 

virtual and printed 3D 

models 

Different printing materials were tested for realism, obtaining that PETG was 

the most realistic, followed by PLA and ABS. 

Jacobo et al. 

(2018)19 

Traumatology 

(NA) 

Content and 

relationships with 

other variables  

Design and validity test of 

virtual and printed 3D 

models 

Quantitative assessment of the model realism resulted effective. Model was 

designed to be used for surgical planning, and procedure time was reduced. 

Teachers and residents were satisfied with the use of models for planning and 

the advantages of manipulating physical models were highlighted. 

Barber et al. 

(2018)34 ENT Content  

Design, validity test and 

guidelines for VR 

application of virtual and 

printed 3D models 

A navigation tracking system utilizing a 3D-printed endoscope was designed as 

a trackable VR controller and validated the accuracy on VR and 3D-printed skull 

models. 

Boedecker 

et al. 

(2021)35 Internal medicine Content  

Design, validity test and 

guidelines for VR 

application of virtual and 

printed 3D models “System Usability Scale” (SUS) score of 76.6%. 

Condino et 

al. (2018)38 

Orthopedics and 

Traumatology Content  

Design, validity test and 

guidelines for VR 

application of virtual and 

printed 3D models 

Designed a MR HoloLens-based training system using 3D printed model, and 

tested it for usability and realism by clinicians and engineers. The perceived 

overall workload was low, and the self-assessed performance was considered 

satisfactory. 

Awan et al. 

(2019) 40 Radiology (22) 

Relationships with 

other variables 

Study of transfer learning 

with 3D model 

Found that the test taken before using the 3D model obtained lower scores than 

after using it.  

Bairamian 

et al. 

(2019)41 Neurology (10) 

Relationships with 

other variables  

Study the perception of 

models in training 

Virtual model showed advantages in its resolution, ease of manipulation, 

durability, and educational potential. VR angiogram had a higher questionnaire 

total score than 3D models. 3D printed models had a statistically significant 

advantage in depth perception and ease of manipulation. 
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Bati et al. 

(2020) 71 

Internal medicine 

(NA) Content  

Study the perception of 

models in training 

3D model was perceived more useful than 2D when training (with a simulated 

patient), especially the printed version. 

Chee et al. 

(2021)42 

Internal medicine 

(17) Content  

Comparison of virtual and 

printed 3D models in 

training 

3D model was better or much better for airway inspection when compared with 

Broncho-Boy. 

Cherkasskiy 

et al. 

(2017)43 

Traumatology 

(10) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 3D model in surgical planning with actual patient reduces procedure time. 

Gillis et al. 

(2020)95 Urology (64) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

Participants increased their confidence in the procedure after training with 3D 

printed model (perceived as realistic). 

Hyde et al. 

(2019)44 Urology (25) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

Participants increased their confidence in decision making after training with 

3D printed model (perceived as realistic). 

Jacquesson 

et al. 

(2020)82 Neurology (195) Content  

Study of transfer learning 

with 3D model 

A stereoscopic model was used as the main aid for a lecture. It turned out to be 

well-accepted by the residents in the class. 

Kang et al. 

(2019) 45 

Traumatology 

(102) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

86% of inexperienced surgeons wanted to use 3D models for complex fractures 

but only 18% of experienced did.  

Li et al. 

(2018)46  

Internal medicine 

(20) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 3D printed model was perceived better than virtual one. 

Lim et al. 

(2018)77 

Traumatology 

(41) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

3D model and CT scans decreased the number of misclassifications of fractures 

as compared to X-rays. 

Lin et al. 

(2018)47 Oncology (42) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

Found that the test taken before using the 3D model obtained lower scores than 

after using it.  

Lobb et al. 

(2019)49 

Plastic surgery 

(6) 

Relationships with 

other variables  

Study of usefulness in 

surgical planning 

3D models improved the efficiency of surgical planning as compared to 

previous cases. 

Loke et al. 

(2017)50 Pediatry (35) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

The test taken before using the 3D model obtained similar scores than after using 

it, but participants declared higher satisfaction in the training using 3D models. 

Low et al. 

(2019) 51 

ENT + Radiology 

(41) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

The test taken before using the 3D model obtained similar scores than after using 

it. ENT preferred 3D models over 2D models while radiologists preferred 2D 

models. 
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Marconi et 

al. (2017)52 

Internal medicine 

(10), General 

Surgery (10), 

Radiology (10) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

3D printed models yielded better results than 2D images or virtual models. 3D 

printed models were perceived as more relevant in the training by students as 

compared to surgeons and radiologists. 

Mashiko et 

al. (2017)53 

Internal medicine 

(6) Content  

Study of transfer learning 

with 3D model 3D printed model to perform aneurysm surgery was found feasible. 

Tang et al. 

(2018) 54 

Internal medicine 

(1) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 3D printed model to perform choledoscopy was found feasible. 

Uygur et al. 

(2020)55 

Orthopedics and 

Traumatology 

(28 students, 10 

surgeons) Content  

Study the perception of 

models in training 

Beginners found 3D printed models more useful while experts found virtual 

models more useful. 

Wong et al. 

(2019) 56 ENT (19) Content  

Study the perception of 

models in training 

A simulation with 3D printed bone model was implemented (while capturing 

performance metrics). Performance differences were found between experts and 

nonexperts. Simulation was perceived by participants to improve surgical 

performance, comfort with actual patients, and operative speed. 

Zheng et al. 

(2019) 84 

Traumatology 

(11) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

A simulation coupled with gaze tracking was implemented with 3D virtual and 

printed model to find differences between them. Less fixations were found when 

using 3D models, with higher fixation duration. Results confirmed the value of 

the printed 3D model on improving the clinical judgement on patient anatomy. 

Confidence in collecting information from the physical world and the cross-

model sensor integration may explain why participants performed better with 

the printed model compared to the virtual model.  

Zheng et al. 

(2018) 57 

Traumatology 

(100) 

Relationships with 

other variables  

Study of transfer learning 

with 3D model 

A simulation with 3D printed Pilon fracture model was implemented and 

compared to conventional training. 3D printing group showed significantly 

shorter operation time, less blood loss volume, higher rate of anatomic reduction 

and rate of excellent and good outcome than conventional group. 
NA: Not Available.



Table 2.2. Summary of the companies that use Extended Reality applications in the medical training field, the year of foundation, the milestones and 
key clients, and the devices they use.  

Company name

  
Initial Budget 

($)  Key Clients and Milestones  Devices  Developed applications with 3D models  

Fundamental VR  

(2012)  9.6 M  

Time Magazine’s best invention (2018). 

They have a joint development agreement 

with Mayo Clinic.  
VR headsets and 

MR Hololense. 

Simulations for surgeons which allows them to rehearse, 

practice and improve their surgical techniques in a 

controlled environment that includes haptic elements for 

tactile feedback.   
Karuna Labs 

(2016)  3 M  HIPAA-compliant and FDA-registered  VR headsets.  Simulations to treat chronic pain.  
Oxford VR 

(2016)  13.2 M  
United Kingdom’s National Health Service 

and Mc Pin Foundation.   VR headsets.  
Simulations to relieve the symptoms of mental disorders 

and fears, such as the fear of heights.  
Augmedics  

(2014)  15 M  FDA 501 (k) clearance   
VR headset and own 

MR headset  
Simulations where the surgeons can see the patient’s 

anatomy through the skin as if they had x-ray vision.  
Sugar-Theater 

VR  

(2010)   9.6 M  

The Mayo Clinic, UCLA School of 

Medicine, St. Joseph’s Children’s Hospital 

and the Stanford School of Medicine  VR Headset.  
Platform for neurosurgical procedures based on 

preoperative planning and process guidelines in real time.  

Echo Pixel 

(2012)  14.3 M  

Received the FDA clearance. Partners with 

institutions like Cincinnati Children’s 

Hospital, Primary Children’s Hospital, C.S. 

Mott Hospital, Lucile Packard Children’s 

Hospital  AR and MR devices.  

Platform that facilitates visualizing and interacting with 

organs of a patient displayed as holograph-like images over 

the patient.  

Medivis  

(2016)  2.5 M  
Partners with Microsoft, Verizon and 

Magic Leap  
VR and MR 

headsets + AI.  

Simulation using MR with artificial intelligence that 

provides presurgical information and details related to the 

patient’s anatomy.   

Health Scholars 

(2017)  17 M  

Partners with EMS agencies 

and hospitals like Arvada Fire & Rescue, 

Cedars Sinai, Mount Sinai New York, New 

York City Health & Hospital    VR headsets.  

Simulations with performance assessment designed for first 

responders and clinicians in pediatric scenarios, general 

care, perioperative and obstetrical scenarios.  

Vicarious 

Surgical (2015)  30 M  FDA Clearance   VR headsets.  

Simulations where a physical robot is mixed in VR to 

manipulate 3D models while performing minimally 

invasive surgery procedures.  
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Touch Surgery 

(2013)  19.5 M  

Amazon Web Services Hot Startups 

Award, Brandon Hall Silver Award in 

2014. Residency programs at the Cleveland 

Clinic, Stanford School of Medicine, 

Harvard Medical School Teaching 

Hospital  VR headsets.  
Simulations where 3D anatomy models are used in 

immersive VR surgical procedure assessment.  

Propio Vision 

(2016)  30 M  

Partners with  Seattle Children’s Hospital 

and the University of Washington’s 

Department of Neurological Surgery  VR and MR headsets.  

Holographic anatomy model visualization in AR where the 

rendered image floats over the patient during interventional 

procedures with visual guides.  

Osso VR (2016)  2 M  

Vanderbilt University Medical Center pilot 

program, and was a DocsF18 Innovation 

Award Winne   
VR headsets + Haptic 

devices.  
Simulations for surgical training and procedure assessments 

in fully immersive VR experiences with haptic feedback.  

SentiAR  

(2017)  7.4 M  

Named one of the Top 10 Cardiovascular 

Device Companies in 2019 by Med Tech 

Outlook  AR and MR devices.  

Holographic anatomy model visualization in AR where the 

rendered image floats over the patient during interventional 

procedures.   

Medical 

Augmented 

Intelligence 

(2016)  500 K  

Partners with Beijing University of Chinese 

Medicine, Kiang Wu Nursing College of 

Macau, and the Davao Medical School 

Foundation are some of the company’s 

clients. Medical Augmented Intelligence 

counts Intel, NVIDIA, and Vive  VR headsets.  
Simulation based on training for anatomy and acupuncture, 

plus model visualization for patient education.   

SyncThink  

(2010)  3.6M  

FDA Clearance. Partners 

with Massachusetts General Hospital, 

Children’s National Medical Center, and 

Georgia Tech University  Custom VR headset.  

Anatomy model visualization in their custom VR headset 

called Eye-Sync and simulations where the patient’s eye 

movements are tracked to determine if they have a 

concussion.   
HoloAnatomy  

(2016)   3 M  
2016 Jackson Hole Wildlife Film Festival 

Science Media Awards   MR headset.  
Interactive visualization of anatomy 3D models where the 

user can modify and display information in realtime.  

XR Health 

(2016)  15.M  

Relations with Sheba Medical 

Center, Stanford Sports Medicine, 

Spaulding Rehabilitation Network, Hoag 

Hospital Network, and Mass General 

Hospital’s Sports Medicine Center   VR headsets.  

Simulations for therapy that provides scenarios where 

patients with similar conditions can connect anonymously 

and remotely with leading physicians moderating the 

group.  



Some of these companies use more than one headset, changing the experience between them. 

Others like ThinkSync use their own headset but all of them make use of 3D models for either 

assessment, training or helping in the learning process.  

2. Knowledge elicitation 

2.1. Methodology 

In this project we proposed the following steps for the knowledge elicitation process (Figure 3.1):  

 
Figure 3.1. Steps followed for the knowledge elicitation process. 

The idea was to carry out a series of local workshops at clinical partner sites (Spain, Romania, 

Norway) as well as with the European Association for Endoscopic Surgery (EAES; 

https://eaes.eu/) (Figure 3.2). To provide a safe space and encourage participation, focus groups 

were limited to 7-8 participants maximum. Additionally, we did not mix participants with 

different expertise all the time to avoid domination of the discussion on behalf of more 

experienced subjects. When possible, the workshops were carried out in native languages (EAES 

workshop – in English), and the key findings were translated into English.  

Before the workshops, we sent participants a list of questions to reflect upon and prepare for the 

session (Appendix A). Each workshop included two parallel sessions: one for experts & teachers, 

the other one for residents & students. At the end of each session, all participants came together 

to pool the ideas given by both groups and draw the final conclusions for that country. 

The conclusions extracted from each workshop were rounded up in a final workshop with 

representatives from the clinical sites. 

 
Figure 3.2. Diagram of the workshop functioning. 

https://eaes.eu/
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Each workshop session was attended by at least two members of the Consortium. A local staff 

member acted as director of the session, presenting different questions for debate to the 

participants and ensuring that everybody gets to participate. On the other hand, a secretary from 

the Consortium was present to take minutes.  

Based on the conclusions extracted from the workshops, a brief, focused questionnaire was 

prepared and distributed online across the surgical community (Appendix B). This allowed us to 

ratify or discard some of the ideas discussed during the workshops.  

2.2. —------------------------------Results: workshops 

2.2.1. Number of participants 

- Spain: 13 experts, 7 residents 

- Norway: 5 experts, 3 non-experts  

- Romania: 3 experts, 5 residents 

- EAES: 5 experts 

- Final workshop: 5 experts 

2.2.2. Previous experience 

Participants from Romania and EAES had previous experience with 3D models. However, 

participants in Spain claimed to have rather little experience with both virtual and 3D printed 

models and experts at Norway mentioned to have experience with 3D models for clinical 

applications but not so much for training systems. They express their interest in prediction and 

planning actual procedures, rather than for training. 

2.2.3. Skills 

From the workshops, we found that the skills for which 3D models can be most beneficial are 

(ordered by the number of times they were mentioned during the workshops at different sites):  

1. Cognitive (specifically mentioning anatomy, pathology, steps of the procedure, and 

instruments) 

2. Technical (specifically mentioning hand-eye coordination) 

3. Decision making (specifically mentioning surgical planning) 

4. Stress management 

5. Teamwork 

Within the final workshop, a differentiation was made between virtual models (used both for 

technical and nontechnical skills depending on the environment in which they are integrated) 

and 3D printed models (used mostly for technical skills, although teamwork skills were also 

mentioned especially for team surgical planning). They also remarked that 3D models can be 

especially useful to understand 2D anatomical images.  

2.2.4. Integration 

Regarding the integration of 3D models within the learning program, participants reinforced the 

potential of 3D models to replace animal models and cadavers, but they stated this replacement 

should be gradual (i.e., not forcing an immediate replacement) and it should always be done 

before human practice.  

In the final workshop, a new idea surfaced with respect to the optimal model (either virtual or 

printed) for each learning target. More specifically, the experts identified three learning targets: 
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undergraduate, graduate and postgraduate students. Hence, virtual models would be preferred for 

undergraduate students (since the main focus is to engage them into medical practice and virtual 

simulations are indeed eye-catching), graduate students would make use of both virtual and 

printed models depending on the task complexity (i.e., they would start with simple models and 

require more complex ones as they advance in their residency), and so would postgraduate 

students (specifically, the study of pathological models obtained from actual patients could be 

beneficial for them). 

Both experts and non-experts suggest that 3D models should be used for surgical planning, and 

specify the usefulness of 3D printed models to train for surgical actions in conjunction with VR 

(including sutures and resections).  

Experts in particular, mentioned that ideally, each center should have a laboratory with 3D 

printers to use the resulting 3D models for training. 

2.2.5. Creation 

In general, participants suggested that the creation of 3D models should be (1) realistic, (2) 

reproducible, (3) adaptable to the needs of trainees and trainers, and (4) shareable. On the other 

hand, experts stated that models should respect normal anatomy but allow to add modifications 

(e.g., anatomical variants). In the final workshop, the importance of these modifications was 

stressed, implying that pathological models could be more relevant for overall training. They 

suggest that CT images (or any other imaging technique) could be used to create patient-specific 

models.  

Specifically for printed models, participants suggest the materials used to print the models should 

be flexible (similar to actual tissues).  

Concretely for virtual models, participants encourage the creation of models with different levels 

of complexity and layers of information, and reinforce the need to move, rotate and scale the 

models according to the needs of the task. 

During the final workshop, when asked about the possibility to use creation tools, surgical or 

medical experts were not eager to learn (and train students) to use them, while those with technical 

background saw great advantages in these creation tools, which would allow them to design 

models from 2D images from actual patients without extra expenses. 

2.2.6. Barriers 

We have identified 3 main barriers, which actually may deter participants from using 3D models: 

(1) logistic (e.g., lack of space to place the 3D printed models, lack of printers, lack of 

coordination between training bodies…), (2) financial (e.g., lack of financial resources to buy 

equipment, lack of personnel specialized in 3D model creation…), (3) technical (e.g., lack of 

personnel trained in 3D model creation and printing, long time required to create and print the 

models…). Some other barriers mentioned in the workshops were regulatory aspects (e.g., issues 

with privacy from patients, difficulties to adapt the learning program to include innovative 

models…), lack of pedagogy associated to the models, lack of repositories in which models are 

stored. 

In the final workshop, technical and financial barriers were agreed as the most limiting ones, 

although experts recognize virtual models to have less barriers than printed ones. In addition, 

experts remarked that virtual models account for multiple possible virtual scenarios (varying in 
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complexity and skills trained), while printed models’ applications are more limited from its 

design. 

2.2.7. Interaction 

Participants suggested that the interaction with printed models should be done directly with the 

hands.  

As for the interaction with virtual models, it was proposed to use hand tracking, head-set 

visualization with haptic feedback, or even interacting the same way as with a gaming console. 

One of the participants suggested to leave the interaction method to the wishes of the 

trainer/trainee. A different participant suggested to interact with the virtual model directly from 

the computer or the smartphone to make it more accessible. 

During the final workshop, experts were asked about the usefulness of immersive and non-

immersive environments. They agreed that immersive environments are interesting due to their 

ability to train different skills and variability, while non-immersive ones are usually less 

expensive and quicker to implement. In conclusion: none of the environments is preferred over 

the other and they should be applied depending on the trainee’s needs. 

2.3. Results: questionnaires 

A total of 85 people participated in the questionnaire (62.8% male, 37.2% female). 58.1% of 

participants were from Spain, 24.4% from Norway, 2.3% from Romania, and the remaining 

15.2% from different Latin American countries (i.e., Argentina, Colombia, Mexico, Ecuador, 

Peru and Brazil). The age of participants was distributed between 22-30 (5%), 31-45 (42%), 46-

60 (29%) and over 61 (9%). The specialties of participants were varied, with the greatest amount 

of participants having specialty in general surgery (30.2%), followed by urology (17.4%) and 

obstetrics and gynaecology (14.1%). 

2.3.1. Skills 

Basic technical skills are considered the most beneficial for training using virtual and printed 3D 

models, followed by cognitive skills (both related to anatomy and procedure) in the case of virtual 

models, and advanced technical skills and anatomical cognitive skills for printed models (Figure 

3.4). Soft skills (stress management, leadership, interpersonal skills) were considered to benefit 

less from training with virtual and printed models. 
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Figure 3.3. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the benefit of training with virtual 3D models 
for each skill. Average importance score is shown between brackets next to the 
corresponding skill.  

 
Figure 3.4. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the benefit of training with printed 3D 
models for each skill. Average importance score is shown between brackets next to the 
corresponding skill.  

2.3.2. Integration 

Participants agreed more on the statement that “virtual models should be used as an aid to learn 

anatomical and procedural competencies”, closely followed by using it “as a complement to 

current learning programs” (Figure 3.5). In the case of printed models, “printed models should be 

used as an aid to learn anatomical and procedural competencies” received highest agreement 

scores, followed by using them as a complement to current hands-on programs. However, using 

them as a replacement of animal models was not considered so agreeable. 
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Figure 3.5. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the level of agreement with the statements 
regarding integration of virtual and printed 3D models within training programmes. 
Average agreement score is shown between brackets next to the corresponding 
statement. 

2.3.3. Creation 

When creating 3D models (both virtual and printed), the most important features to consider 

according to participants are the possibility to include different levels of complexity and layers of 

information and the ability to interact with those models in real time (Figure 3.6). 

 
Figure 3.6. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the importance of virtual 3D models’ 
features to be incorporated within medical training. Average importance score is shown 
between brackets next to the corresponding feature. 
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Figure 3.7. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the importance of printed 3D models’ 
features to be incorporated within medical training. Average importance score is shown 
between brackets next to the corresponding feature. 

Some participants suggested that the possibility to include gamification features should be taken 

into account when creating 3D models, as well as the creation of models of organs of people with 

different ages and focused on different procedures. 

2.3.4. Barriers 

Financial and logistic (e.g., low accessibility, limited personnel to create models, limited 

coordination between model creators and hospitals, etc.) issues were selected as the most limiting 

barriers for the use of 3D models (both virtual and printed). The next issue in the case of virtual 

models is technical (e.g., lack of familiarization with technology, lack of resources, etc.) while 

for printed models, the long time required to create the model is the next great issue. 

 
Figure 3.8. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blue) for the question on the relevance of 3D virtual models’ barriers 
for their incorporation within medical training. Average relevance score is shown between 
brackets next to the corresponding barrier. 
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Figure 3.9. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the relevance of 3D printed models’ barriers 
for their incorporation within medical training. Average relevance score is shown between 
brackets next to the corresponding barrier. 

Access to 3D printers was considered a critical barrier for two participants, while for 4 participants 

the difficulty to access to virtual models was considered detrimental towards the use of these 

models. 

2.3.5. Interaction 

The interaction with virtual models was found more suitable using haptic devices, followed by 

hand tracking (Figure 3.10). 

 
Figure 3.10. Frequency (%) of negative responses (oranges), neutral responses (gray) and 
positive responses (blues) for the question on the suitability of methods to interact with 
3D virtual models. Average relevance score is shown between brackets next to the 
corresponding method. 

2.4. Pedagogical needs 

Taking all the information extracted from the knowledge elicitation process, 16 pedagogical needs 

were detected (9 common to virtual and printed models, 5 exclusive for virtual models and 2 

exclusive for printed models). These needs are summarized in Table 3.1. 
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Table 3.1. Pedagogical needs. 

ID  Detected pedagogical needs 

Common to virtual and printed models 

U1 Ability to personalize contents  

U2 Ability to access to realistic contents 

U3 Ability to incorporate models within MR applications 

U4 Ability to include different levels of complexity and layers of information 

U5 Ability to interact with models in real time 

U6 Ability to access models at reduced prizes 

U7 Ability to incorporate models within AR applications 

U8 Ability to access to creation tools 

U9 Ability to adapt models to training needs 

Exclusive to virtual models 

U10 Ability to model organs in motion 

U11 Ability to share and easily download models 

U12 Ability to interact with different tools (e.g., hand tracking, VR headset, haptic devices) 

U13 Ability to incorporate models within VR applications 

U14 Ability to freely move, rotate and scale models 

Exclusive to printed models 

U15 Ability to reduce printing times 

U16 Wide range of materials for printing according to tissues' needs 

2.5. Discussion and conclusions 

D3.1 presents a list of pedagogical needs that has been derived based on Consortium know-how, 

state of the art analysis, and knowledge elicitation process. Specifically, the analysis of the state 

of the art of 3D models allowed to elucidate the highest perceived features of 3D models and the 

pedagogical value in medical training. The knowledge elicitation process was highly based on the 

knowledge gathered from this analysis.  

From this knowledge elicitation process we confirmed that 3D models were considered most 

useful for cognitive and technical skills. This is consistent with the literature, being most of the 

research lines focused on the training of cognitive or technical skills. However, participants in the 

questionnaire and the workshops also considered soft skills (e.g., stress management, teamwork, 

leadership…) to benefit from training with virtual and printed models, although to a lesser extent.  

The results of the questionnaire suggest that 3D models may not be a good replacement for animal 

models. However, participants in the workshops agreed that it could eventually replace them. This 

shows that further research should be done as to how to best incorporate 3D models to medical 

training programs. This research should be carried out while considering the main barriers of 3D 

models (i.e., financial and logistic issues, as per participants in the questionnaire and workshops).  

Workshop participants believed the most important feature of 3D models was its realism while 

participants in the questionnaires highlighted the ability to include layers of complexity and to 

interact in real time as the most relevant features. Specifically for the latter, participants in the 

questionnaire selected haptic devices as the most suitable interaction method, followed by hand 

tracking. All of these features were taken into account for the creation of the pedagogical needs. 
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The list of pedagogical needs will serve as a roadmap to define the guidelines to create learning 

contents from 3D models that will be presented in D3.2. Moreover, they will become a key part 

for defining functional requirements for the MIREIA solution (D4.1), ensuring its proper 

pedagogical foundations. 

Pedagogical needs can be considered as a subgroup of user needs. However, every user need in a 

learning environment is going to impact the learning experience, so in a sense all user needs may 

also be considered as pedagogical needs. For the sake of clarity, we include in this deliverable 

only user needs that are related to actions that have emerged from the knowledge elicitation 

process. The complete set of user needs, including those with weaker pedagogical base and, as 

such, not incorporated here, will be considered in WP4. This complete and exhaustive definition 

of user needs is essential for developers, who must translate them into technical (functional and 

non-functional) requirements to be implemented. 

The field of learning sciences is an interdisciplinary one, and the creation of pedagogically sound 

learning 3D models needs to be built upon evidence-informed criteria that come from (1) 

scientific research on cognitive, developmental, educational and social psychology, pedagogy and 

sociology of education among others, (2) professional expertise on those areas and on IT and 

learning technology, and (3) field-specific knowledge. Therefore, gathering every pedagogical 

need for a field such as surgery requires input from clinical, educational and technical experts. 

The knowledge elicitation process has tried to fulfil these requirements by bringing together the 

appropriate expertise from the MIREIA Consortium in medicine, higher education, technology 

and educational psychology. The results presented in this deliverable draw from them all to ensure 

that they provide evidence-informed guidelines for the construction of the MIREIA solution. 
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- Appendix A. Invitation to participants to the workshops 

Dear participants, 

The main objective of MIREIA project is to provide an innovative methodology to support medical 
and surgical education through learning content and customized training environments based 
on immersive extended reality visualization technologies and 3D printing technologies. We are 
interested in your ideas, wishes and conceptions regarding the incorporation of 3D models into 
medical and surgical training. Please, reflect on the following questions and your concerns will 
be discussed on the “MIREIA Workshop” on July-August, 2021. All opinions are valuable to us, 
both positive and negative. All information will be treated confidentially. In case a concept or 
question is not completely clear to you, please indicate it and it will be discussed during the 
workshop.  

 
1. In your experience, for what skills can the use of 3D models be beneficial for training? (e.g., 
technical, cognitive, interpersonal, stress management, decision-making, leadership...) 

 

2. How do you envision the integration of 3D models (virtual & printed) into learning 
programmes? 

 

3.  What are the main barriers to the incorporation of 3D models (virtual & printed) into 
medical training?  

 

4. In your opinion, what is the most suitable way to interact with a (virtual & printed) 3D 
model? 
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- Appendix B. Questionnaire 

Thank you for agreeing to partake on this questionnaire. The goal of MIREIA project is to develop 

a methodology and tools to provide interactive pedagogical content for customized training, based 

on 3D models, such as anatomical models (with and without pathologies) built from real-patient 

cases (e.g. medical imaging studies) or virtual scenarios for basic training in minimally invasive 

surgery (MIS). We aim to do this by combining the use of cutting-edge technology in immersive 

virtual technology and 3D printing with personalized learning content to promote the student-

centered learning process of medical students and residents. 

Your feedback is very important to us in the process of capturing the needs of medical trainers 

and trainees, defining what aspects of 3D models, computer generated objects that can be used 

for 3D printing and virtual / physical simulators, are up to the required standard and what aspects 

can be improved.                  

Completion of the questionnaire should not take more than 10 minutes. We ask you to please read 

each question carefully before providing a final answer. 

Again, thank you for your most valuable contribution. 

3D VIRTUAL MODELS 

The following questions are related to 3D virtual models, which are virtual representations of 

organs or tissues. 

 

1. In a scale from 1 to 5 (being 1 not beneficial at all and 5 very beneficial), rate how beneficial 

the use of 3D virtual models is when training: 

- Technical skills 

- Decision making 

- Stress management 

- Cognitive skills: anatomy 

- Cognitive skills: pathology 

- Cognitive skills: procedure 

- Teamwork 

- Leadership 

- Interpersonal skills 

2. Regarding the integration of 3D virtual models into learning programs, rate from 1 to 5 how 

much do you agree with the following statements (1 being not at all and 5 completely)   

- Virtual models should be used as an initial step of the learning program 

- Virtual models should be used as a complement to current learning programs 

- Virtual models should be used as an aid to learn anatomical and procedural 

competencies 
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3. Rate from 1 to 5 the importance of 3D virtual models’ features to be incorporated within 

medical training (1 being not important at all and 5 being very important)  

- Personalization (i.e., dependent on the patient) 

- Realism 

- Ability to model organs in motion 

- Ability to interact with models in real time 

- Ability to incorporate models within mixed reality applications 

- Possibility to including different levels of complexity and layers of information 

- Ability to share and easily download models  

4. Is there any other feature you would like to mention? 

 

 

5. Rate from 1 to 5 the relevance of 3D virtual models’ barriers for their incorporation within 

medical training (1 being not relevant at all and 5 being very relevant) 

- Lack of pedagogical background 

- Financial issues  

- Technical issues (e.g., lack of familiarization with technology, lack of resources, etc.) 

- Logistic issues (e.g., low accessibility, limited personnel to create/print models, limited 

coordination between models creators and hospitals, etc.) 

- Difficulty in the adaptation of the current learning program of your training 

center/hospital 

- Great differences with respect to patients’ anatomy 

- Long time required to create the model 

- Unrealistic texture and tissue consistency 

6. Is there any other barrier you would like to mention?  

 

 

 

7. Would any of these barriers deter you from using these models? 

 

 

 

8. If you answered positively to the previous question, which one? 

 

 

 

9. Rate the suitability from 1 to 5 of the following ways to interact with 3D virtual models (1 

being not suitable at all and 5 being very suitable)  
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- Interaction with virtual model using hand tracking: 

 

- Interaction with virtual model using haptic devices: 

 

 
 

- Interaction with virtual model using VR headset: 
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3D PRINTED MODELS 

The following questions are related to 3D printed models, which are physical representations of 

organs or tissues obtained using 3D printers. 

 

1. In a scale from 1 to 5 (being 1 not beneficial at all and 5 very beneficial), rate how beneficial 

the use of 3D printed models is when training: 

- Technical skills 

- Decision making 

- Stress management 

- Cognitive skills: anatomy 

- Cognitive skills: pathology 

- Cognitive skills: procedure 

- Teamwork 

- Leadership 

- Interpersonal skills 

2. Regarding the integration of 3D printed models into learning programs, rate from 1 to 5 how 

much do you agree with the following statements (1 being not at all and 5 completely)   

- Printed models should be used as a replacement of animal models 

- Printed models should be used as a complement to current hands-on programs 

- Printed models should be used as an aid to learn anatomical and procedural 

competencies 

3. Rate from 1 to 5 the importance of 3D printed models’ features to be incorporated within 

medical training (1 being not important at all and 5 being very important)  

- Personalization (i.e., dependent on the patient) 

- Realism of the tissues to facilitate interaction with them  

- Ability to interact with models in real time 

- Ability to incorporate models within mixed reality applications 

- Possibility to including different levels of complexity and layers of information 

4. Is there any other feature you would like to mention? 

 

 

 

5. Rate from 1 to 5 the relevance of 3D printed models’ barriers for their incorporation within 

medical training (1 being not relevant at all and 5 being very relevant) 

- Lack of pedagogical background 
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- Financial issues  

- Technical issues (e.g., lack of familiarization with technology, lack of resources, etc.) 

- Logistic issues (e.g., low accessibility, limited personnel to create/print models, limited 

coordination between models creators and hospitals, etc.) 

- Difficulty in the adaptation of the current learning program of your training 

center/hospital 

- Great differences with respect to patients’ anatomy 

- Long time required to create the model 

- Unrealistic texture and tissue consistency 

6. Is there any other barrier you would like to mention?  

 

 

 

7. Would any of these barriers deter you from using these models? 

 

 

 

8. If you answered positively to the previous question, which one? 

 

 

 

 

 

 


